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Abstract— Differential Power Analysis (DPA) is a very
popular class of non-invasive side channel attackslowever, its
effectiveness requires that the extracted power t@s have a
good temporal alignment. Several design countermeaes rely
on the temporal misalignment of the stages in thegptographic
algorithm to protect against side channel attacksFor the
attacker it is thus fundamental to identify the potion of the
observed traces in which the processing occurs. iBhsegment
extraction stage of the attack is commonly based om manual
definition of a threshold. However, the use of thrghold is
problematic, since it depends on the observation dhe traces
besides being very sensitive to noise. This work @pooses an
attacks flow in which the extraction step is done @omatically
using the K-means clustering allied to the HilbertHuang
transform. The flow was tested using traces with GALS
architecture that provide both delay and frequency
randomization. Results show that the process is efftive and a
presents a reduction of 56.51% in the average amotiof traces
required to carry out the attack in relation to the using only K-
means clustering.
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. INTRODUCTION

Side Channel Attacks (SCA) are a well-known claks o
attack proposed by Kocher [7]. These attacks caeel
physical characteristics from cryptographic deviehie they
perform encryption or decryption with the inputalaAmong
the physical characteristics exploited in the &taare
processing time, power consumption, electromagneti
radiation and even sound [2].

The most popular type of attack is Differential Row
Analysis (DPA) [8] and Differential Electromagnefittacks
(DEMA) [1]. The popularity of these attacks is dtsenon-
invasive feature and its effectiveness. In thisetgb attack
power consumption (or EM) signals from the encryptof
distinct randomly generated plaintexts inputs &weesl. After
that, the processing segment of the traces is aattaand
separated according to the type of switching cabsgeidput
data (low to high or high to low). Then, the averad each
group of traces is calculated and its differencaulis in a
differential trace. The correct key causes the dsgipeak of
the differential trace [8]. This whole process rieggithat the
power traces from each acquisition are as aligsgubasible
for the attack to succeed.
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simultaneous effects of random delay and clockueegy
variation in the power consumption traces [14].

This kind of countermeasure has still some vulriéfials.
Loder at al. [11] propose an attack framework baseBhase
Only Correlation (POC) to realign the traces. Tdjgroach
has the disadvantage that the traces are dividegdups of
clock frequencies, which makes many more tracebeto
necessary for the attack to succeed. Thanh-Ha lad. ¢9]
performs the realignment of the traces by calauptihe
energy. To do this, it divides the trace into segimand then
calculates the energy of each segment, condensiag
information from all points of the segment intoiragée point.
However, the authors do not discuss the size aippeopriate
segment and how that is found for any given archite. Tian
[15] proposed a method to identify power consumpfieaks
and realign traces partially, but identifying theag is very
sensitive to noise. Lellis et al. [10] use an &tlow that
consists of a step of extracting the target segrfrent the
traces, a subsampling step and a trace energylatidcustep.
This method has the fragility of using a manuagéshiold set
in its extraction stage, which as in the Tian mdthe very
sensitive to noise and requires the empirical olagiem of
several traces.

The present work proposes to incorporate to ankattaw
previously described [10], an automatic trace etima step
that identifies segments with processing and dagsnaed
manual definition of a threshold. This is acconipid
through an unsupervised machine learning methasl Kth
E'Jpeans clustering [3], combined with the Hilbert Hga

ransform [5] and to allow the calculation of ingfzneous
frequency.

This paper is organized as follow: Section Il presea
theoretical overview and Section Ill describes
methodology of the present study. Experiments spéaaed
in the Section IV. Results and conclusions areguresl in
Sections V and VI.

the

1. THEORETICALOVERVIEW

A. K-means Clustering Method

K-means is an algorithm that seeks to divide asgdiato
a given number of clusters that should be defiredrainput
parameter of the algorithm. Each cluster is represeby a
centroid, i.e., by the center of all the data ia thuster. Each
point is assigned to a cluster with the nearestraieh After

To prevent DPA and DEMA, several countermeasures arall points in the data set are distributed, thetrogis are

found in literature to reduce correlation among alequired
power (or EM) signal. One technique, called Randatay
Insertion (RDI) [12], introduces temporal misaligemh
between algorithm stages. Variation of the clo@qfrency
also results in traces with a low correlation, adogy to [15].
Soares et al. introduces a Globally AsynchronodsLartally
Synchronous (GALS) pipeline architecture that cautes

updated to include all points which are assigneti¢ccluster.
This process occurs iteratively until a stoppingecon is
reached. The algorithm is described in [3]:

i Definition of the number of clusters, K;

ii. Random selection of K centroids;



iii.
and each of the centroids;

Calculation of the distance between each point

z(t) = x(t) + iH(t) (3)
that has as modulo the value given by the expressen in

iv. Allocation of each point in the data set to the(4):
nearest centroid,;
V. Update of the centroids according to the mean of a(t) = yx(t)* + H(t)? (4)
the distances of the points in each cluster; and the phase given by (5):
Vi. Repeat items (i) to (v) until the algorithm
reaches the established stopping criterion. 6(t) = atan (%) (5)
x(t

It is worth mentioning that the distance in iteii) (an be
calculated using different definitions. In this prthe
Euclidean distance is used and calculated accorting
Equation (1):

A@ie) = (u el + (-’ @

Wherep represents thieth point andc is thei-th centroid.

B. The Hilbert Huang Transform

The Hilbert-Huang transform is a method of time-
frequency domain analysis that consists basicaliyo steps:
the first results in empirically decomposing a giwignal into
a set of functions that best fits the signal ingjie& you must
first find a class of functions called Intrinsic ®® Functions
(IMF) [5]. This step is called Empirical Mode Decpasition
(EMD). In the second step, it is possible to obtain
representation in the time-frequency domain by wating
the Hilbert transform of each of the componenttaf first
step. This stage is called Hilbert Spectral AnalykiSA).

The IMFs must meet the following conditions:

i The number of extrema and the number of zero

From (5), the instantaneous frequency, i.e., tlymadi
values in the time-frequency domain can be obtaibgd
Equation (6):

de(t)
== (6)

In this work the Hilbert transform results are orgad in
descending order according to their power. The gssiog
segment with the higher frequency will dominate the
component with higher power giving an estimate t® i
instantaneous frequency.

1. METHODOLOGY

A. The Proposed Method

The present work proposes an automatic methodtaatx
the relevant part of the power consumption traces f
DPA/DEMA attacks, called target signature. Sincethe
attack flow of [10] the extraction step requiree ttefinition
of some parameters, such as a threshold. The ast@shold
is susceptible to noise, besides that the detetimmaf such
parameter occurs through the observation of tleesravhich
gecomes infeasible for very different sets of tseace

in the whole signal must be equal, or they may To validate the extraction method proposed here an

have a unit of difference;

At any point, the average value of the envelop
defined by local maxima and local minimums i
zero.

S

IMFs are found through a process called siftingjclv
consists of the following steps:

i. Identify the extrema of the signal;

ii. Interpolate the extrema and get the upper an
lower envelopes;

iii. Calculate the average of the envelopes;

iv. Subtract the mean of the signal;

V. Iterate in the residue;

Steps (i) to (iv) are repeated until the value fbim (iv)
has zero mean. After that, this value is considéxée and
step (v) applies.

The Hilbert transform applied to the IMFs foundiyiD
is calculated by the following convolution integ(a):

Ht) == P[5 2 dr

—® t-T

2

Wherex(t) is a given IMF andP is the principal value of
Cauchy.

Therewith, we obtain the following analytical si¢)(i3):

additional preprocessing step will be added a gigtiag the
attack flow [10]. After this step, the extractedysents will

%be subsampled by a fraction that will result inteex of the

same length. Subsequently, the energy calculatitinber
performed to improve the alignment between the segmn
and finally, the DPA/DEMA attack will be executed the
resulting traces.

Therefore, the complete attack flow performed iis th
work consists of the following parts: 1) ExtractioB)
@Subsampling, 3) Energy Calculation and DPA/DEM Aacit

1) Extraction of the target segment in the traces of power
consumption
The purpose of this step is go through a traceoofep
consumption and identify the signature correspandinthe
processing of the device, discarding the remaimisignoise.
The detection defines the start and end pointseogignature,
thus allowing its extraction. This is illustratedRigure 1.

The extraction process consists in: a) PerformHikzert-
Huang Transform (HHT) on the tra¢ds) Perform the K-
means in the transformed traces to find the stapimint of
the extraction and c) Run the K-means algorithnthentrace
amplitude to find the end point of the extraction.

a) Perform the Hilbert-Huang Transform on the trace:

Before applying the transform, in order to incretise
efficiency of the instant frequency detection amtic the
effects of higher frequency interferents foundhe tet, the
original trace was filtered with a low-pass Butterth filter.



Then the IMFs related to the traces through the Bivtizess
were found. We can see the result of this proceBggure 2.
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Figure. 1 Extracting the target segment from pavegisumption trace.

The next step is calculating the energy of each 1d/find
the one with the highest power. HHT is performedhiis
component, resulting in the trace in the time-fetpy
domain, seen in Figure 3. One can see the execareas of
the cryptographic algorithm highlighted, in Figie

Py
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Figure. 3 Instantaneous Freaml]ency from power qopsion traxcéoé.
b) Perform the K-means in the transformed traces to
find the starting point of the extraction

In this step, the number of clusters (value of Kgsw
defined as two. One will be considered as contgiritre
samples that correspond to the execution of theriggn
within the trace and the other will be discardedpasods
were no relevant processing of the algorithm wafopmed
(i.e. noise).

Clustering the instant frequency give good resuolténd
the starting point of the segment. However, the ehthe
segment is not found with this method.

¢) Run K-means on amplitude traces and find the end
point of the extraction
At this point, again the K-means algorithm was exed,
but this time on a function of the amplitude of theces and
not more on the frequency domalm improve the efficiency
of the K-means algorithm, a previous transformatvas
performed on the traces. This transformation cossis
taking the third power of the segment values, thaeasing
the difference between segments with and withootgssing
and improving the detection ratidhe end of the segment is
taken as the largest value of the cluster which was defined to

have valid processing. The result of clustering can be seen in

Figure 4.
2) Subsampling

the same size, they are subjected to a subsangiépg This
procedure also filters the segments eliminatingsalig [4].
3) Energy Calculation

According to the method proposed in [9] to aligaces,
the traces must be divided into segments and theggrof
each segment is evaluated. In [9] is defined thatsegment
size should be large enough to cover the evenéuapaoral
displacements, although it does not define a véduahis
size. However, in [10] a study evaluated the impaft
segment size on DPA/DEMA attacks. Based on these
previous results, the present work performs enarging
segments with 200 samples, that correspond tahmlfycle
for the clock frequency of the set of traces usecdhe
experiments [10]. It is noteworthy that the subskmgpstep
decreases the number of samples also reducing the
computational effort of the DPA/ DEMA attacks.

Figure. 4 An example of segment extracted from mcnmesumptioh
signals using the proposed automated method.

B. Experiments

A set of 100,000 EM traces was acquired from a GALS
pipeline architecture with two stages implemented i
hardware and prototyped on the Xilinx Spartan3 FPI@ his
architecture, each stage executes 8 rounds of the D
Encryption Standard (DES) algorithm [14]. For twark, the
architecture operates at 50MHz frequency without
countermeasures. However, as mentioned earlier,e som
variations around this operating frequency areqireis these
traces resulting from the execution, as well asagertime
shifts known as jitter.

The traces of power consumption were acquiredratea
of 20G Samples/s. Since the clock frequency is 5@Mite
clock cycle corresponds to 400 samples. This jastithe
calculation of energy with segments of size 20Bahples,
which corresponds to half the clock cycle, as se¢h0].

DPA/DEMA defines the first round of DES as the main
target of the attack meaning that during the ektrastep, the
first stage of execution of the algorithm is a ¢éabipart of the
sighature and must be correctly extracted fromntréee. Two
different approaches for segment extraction atede&)sing
only K-means on the amplitude signal to find bobe t
beginning and the end of the traces; and with &l point
of the extraction using HHT and K-means. We alsogared
the results for the K-means only method using tiffent
algorithm implementations: in R and in MATLAB. Afte
extracting the different length segments, the fauddsampling
step is performed using the shorter trace as serafe for the
final trace length. This step of the attack flovesithe function
resample() which applies an anti-aliasing FIR (Finite Impulse
Response) filter [13] before resampling.

The outcoming traces is then submitted to the gnerg
calculation step. Finally, the DEMA attack is penfed on
the resulting traces. Evaluation metric for thenewability is

The extracted Segments have different sizes, evemw defined as the minimal number of traces that |$my to

no countermeasures are applied. This is due tol shoak
variations during encryption. Since traces weraiaed with
a rather high sampling rate and in order to theesao have

reach a successful attack.



IV. RESULTSAND DISCUSSIONS

Table | summarizes the experiments performed wih t
use of K-means implemented in R Language [6], Ksmsea
implemented in MATLAB and the method proposed iis th
work. Also, Table | shows the results obtained wtitie
Threshold method [10] for comparison. Both K-meanf
Language and MATLAB and the Threshold method haee t
steps of sub-sampling and calculating the energypmmon
in the attack flow. ColumrAverage of Table | shows, on
average, the quality of alignment obtained by thethmds
presented and represented by the minimal numbsacss for
a successful DEMA attack.

Observing the Table |, the number of traces requice
recover the sub-keys corresponding to the SBOXadb &
stand out from the rest. This phenomenon is likalysed by
problems during the acquisition of the EM tracest fhis
reason, the average number of traces to recovesuthdeys
does not take into account the SBOXs 5 and 8.

Table I. Attack results from different experiments the traces of power
consumption with frequency of clock of 50MHz.

Method

K-Means R Language
K-Means MATLAB
HHT and K-Means
Threshold

SBOX1
2266
1846

966
167

SBOX2
10285
4246
984
1016

SBOX3
22816
7123
6275
1611

SBOX4
3103
5716
5365

1443

SBOX5
N/C
N/C

38686
5386

SBOX6
9528
7490
6313

2359

SBOX7
3067
4824
2305

1299

SBOXS
N/C
N/C
N/C
N/C

Average
8510.83|
5207.50|
3701.33
1315.83]

According to Table I, we can see that clustermgpugh
the K-means algorithm had different results for the
implementations, and the implementation in MATLAB
presented a reduction of 38.81% in the average ammmiu
traces in relation to its implementation in the &guage [6].
This result motivates us to use scripts writteRli&T LAB for
the experiments.

We also note that the use of the HHT allied testelting
to find the starting point of the segment preseat@8.92%.
reduction in the average number of traces needea to
successful attack in relation to the K-means omlyagetion
method. Moreover, the proposed method presentdugtien

of 56.51% when compared to the K-means extraction

implemented in R.

9
It may be noted that although the use of Threshol(g]

proposed by [10] presents a greater reductiongrathount of
traces in relation to the method proposed in tligkwthe use

of a threshold is problematic because it depends on

observation of the traces and is very sensitiveise.

V. CONCLUSIONS

For DPA/DEMA attacks to be successful, power
consumption traces must be well aligned. This addw
countermeasures based on misalignment of traceleto
proposed. In contrast, vulnerabilities in these
countermeasures were found through pre-procestipg s

the traces. Among the countermeasures found in thgg

literature, we can cite [10] that is based on &shold to
perform the extraction of the target signaturetaf traces.
This implies a fragility of the method, since thseuof
threshold beside needing the observation of theesrawhat
can be infeasible is very sensitive to noises. Tthespresent
work proposes an automatic solution for this flotage
through clustering with the K-means algorithm. An
improvement is carried out in this process by usihg
Hilbert-Huang transform, obtaining the instantarseou
frequency of the traces before the clustering tal fthe

starting point of the extraction.
The remainder of the attack flow from [10] is usdter the

extraction step, thus passing the segments by @ afte
subsampling and then calculating the energy. Thaiser

steps reduce the number of tracer points, whicluaes
computational effort in DPA/DEMA attacks.

We can see from the obtained results that the rdetho
proposed here for the target segments extractgnmsesents
a reduction of up to 56.51% in relation to the danp
application of clustering by the amplitude of theces using
K-means implemented in the R Language, which consfithe
potential of the method to incorporate the DPA/DEtfack
flow. Future workcould apply the same attack flow to
implementations of the cryptographic algorithm ievides
equipped with countermeasures, such as RDI andonand
clock frequency variation.
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